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Abstract—Damage to a cortical area reduces not only infor-
mation transmitted to other cortical areas, but also activation
of these areas. This phenomenon, whereby the dynamics of a
follower area are dramatically altered, is typically manifested as
a marked reduction in activity. Ideally, neuroprosthetic stimu-
lation would replace both information and activation. However,
replacement of activation alone may be valuable as a means of
restoring dynamics and information processing of other signals
in this multiplexing system. We used neuroprosthetic stimulation
in a computer model of the cortex to repair activation dynamics,
using a simple repetitive stimulation to replace the more complex,
naturalistic stimulation that had been removed. We found that
we were able to restore activity in terms of neuronal firing rates.
Additionally, we were able to restore information processing,
measured as a restoration of causality between an experimentally
recorded signal fed into the in silico brain and a cortical output.
These results indicate that even simple neuroprosthetics that
do not restore lost information may nonetheless be effective in
improving the functionality of surrounding areas of cortex.
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I. INTRODUCTION

The term diaschisis, coined by von Monakow a century ago,
describes remote effects of cortical damage resulting from
loss of inputs to areas that are themselves undamaged [1].
Typically, diaschisis will reduce activity in the remote area due
to the loss of the excitatory projections, although one might
instead see increased activation in cases where these long-
range excitatory projections synapse primarily on feedforward
inhibitory interneurons [2]. The term has now further expanded
to encompass a variety of remote effects, including vasogenic
and humoral factors [3]. In this paper, we focus solely on the
classical effect of loss of drive resulting in activity reduction,
called here primary diaschisis.

While most brain projections involve some transfer of
information, they also involve transfer of other signals, loosely
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characterized as a drive or as a carrier signal. This dual
nature of brain signaling can explain the surprising success in
using nonspecific signals to replace lost specific signals. Most
dramatically, systemic L-dopa provides a slowly-varying level
of the neurotransmitter dopamine, yet effectively replaces the
rapid pulsatile and location-specific natural neurotransmission
that is lost in Parkinson’s disease [4]. Similarly, deep brain
stimulation (DBS) uses a nonspecific signal that can nonethe-
less change movement patterns to reduce tremor or dyskinesia
[5]. In the sensory realm, phantom limb pain can sometimes
be ameliorated by deep brain stimulation in somatosensory
thalamus [6].

While the local organization of neocortical columns remains
controversial (the very term column is disputed), there is
some agreement on the general organization of inter-area
connectivity patterns [7]. Sensory systems are organized in
a hierarchy from primary areas that receive direct inputs via
relay from the thalamus, through a wide variety of intermediate
areas with various degrees of subspecialization, up to higher
areas that integrate large amounts of information [8]. Although
there are many cross-connections that complicate this scheme
[9], we can generally speak of lower and higher areas, with a
forward direction from primary sensory on up, and a backward
direction starting in frontal and prefrontal areas responsible for
attention. Projections in the forward direction emerge from
the supragranular layer (layer 2/3) and project to granular (4)
and infragranular layers (5 and 6). These projections convey
primary sensory information such as proprioception, tempera-
ture, and touch in the somatosensory system. Projections in
the backward direction primarily emerge from layer 5 and
project to layer 2/3 of the more primary area [7]. These
projections are believed to modulate attentional and binding
influences that “tell” lower areas how to organize and focus
their computational resources.

We hypothesize that it will be possible to repair the effects



of primary diaschisis by direct replacement of lost activity
through electrical stimulation. In the case of the missing input
from the forward pathway (loss of primary sensory input),
this will involve stimulation of excitatory afferents to layer
4, while for the backward pathway (loss of higher or frontal
areas), this involves stimulation of afferents to layer 2/3. As in
the case of dopamine or DBS, the simple prosthetic stimulus
replacements used here will not replace lost information but
only attempt to restore other aspects of local processing. The
first and most obvious restoration target is activity itself –
spiking in the affected area. Subsequently, we look at whether
our prosthetic stimulation can also repair more sophisticated
dynamical relationships that might be expected to relate to
information processing in neocortex.

We simulated an area of higher sensory or association
cortex. Such an area will receive a number of different cortico-
cortical inputs. We focus on two such inputs: the forward input
from primary sensory areas that comes into layer 4 and the
backward input from higher (more frontal) areas that project
into layer 2/3. Generally, the layer 4 projection will bring in
primary sensory information, while the layer 2/3 projection
will provide directional or attentional information from areas
privy to additional information. Hence, we damaged the inputs
to the model that correspond to these two different major
projection inputs, as shown in Fig. 1. Replacement was per-
formed by adding input to the damaged areas by means of
a neuroprosthesis generating a regular (i.e., single-frequency)
input signal; thus, the signal from the prosthesis lacked the
information content of the original. The goal of the prosthesis
was to normalize dynamics.

II. METHODS

A. Experimental procedure

All animal procedures were approved by SUNY Downstate
Medical Center IACUC and conformed to National Institutes
of Health guidelines. A female Long-Evans rat (Hilltop,
Scottsdale, PA) was anesthetized with isoflurane. Once a
surgical level of anesthesia was obtained, as determined by
the lack of any withdrawal reflex to a painful foot pinch,
the rat was placed on a heating pad, the head was mounted
onto a stereotaxic frame (Kopf Instruments, Tujunga, CA), and
a craniotomy was performed. A 2x8-channel microelectrode
array (MicroProbes, Gaithersburg, MD) was placed in the
VPL nucleus of the thalamus, targeted to a location identified
in a previous study [10] as having responses to cutaneous
single-digit stimulation. The local field potential (LFP) used to
drive the model consisted of 90 s of continuous data recorded
from a single electrode, filtered using a 3rd-order Butterworth
bandpass filter with cutoffs at 5 and 200 Hz.

B. Model

The model aims to describe the dynamics of a small region
of primate sensory cortex. It is comprised of 4700 neurons di-
vided into three types (excitatory pyramidal cells E, inhibitory
interneurons I, and low-threshold spiking interneurons IL),
distributed across the six layers of the cortex, for 13 distinct

Fig. 1: In the normal brain, excitatory pyramidal cells in the
superficial layers (2/3) receive backward input from higher
cortical areas, such as those involved with the direction of
attention, while the granular layer (4) receives forward input
from lower areas (gray lines). This study investigated the
effects of reduced input to each layer due to cortical damage
elsewhere (black crosses). We then explored normalization of
activity patterns through prosthetic stimulation (red lines). In
contrast to the original activity (shown in gray), the prosthetic
input (red) had only a single frequency and phase.

neuronal populations in total. The numbers and locations of
each neuronal population are illustrated in Fig. 2, and are
as follows: E2 (i.e., excitatory pyramidal cell of layer 2/3),
1500; I2, 250; I2L, 130; E4, 300; I4, 200; I4L, 140; E5R,
650; E5B, 170; I5, 250; I5L, 130; E6, 600; I6, 250; and I6L,
130. Overall, excitatory neurons outnumber inhibitory ones
by a ratio of more than two to one (3220 and 1380 cells,
respectively), and almost half the excitatory neurons belong
to a single population, E2 (pyramidal cells of layer 2/3).

Individual neurons were modeled as event-driven, rule-
based dynamical units with many of the key features found
in real neurons, including adaptation, bursting, depolariza-
tion blockade, and voltage-sensitive NMDA conductance [11],
[12], [13], [14], [15], [16]. Each cell had a membrane voltage
state variable (Vm), with a baseline value determined by a
resting membrane potential parameter (VRMP , set at either
−63 or −65 mV depending on cell type). After synaptic input
events, if Vm crossed spiking threshold (VTH , either −40 or
−47 mV), the cell would fire an action potential and enter
an absolute refractory period, lasting τr (either 10 or 50 ms).
After an action potential, an after-hyperpolarization voltage
state variable (VAHP , either 0.5 or 1 mV) was subtracted from
Vm. Then VAHP decayed exponentially (with time constant
τAHP , either 50 or 400 ms) to 0. To simulate voltage blockade,



Fig. 2: The structure of the model. Symbols indicate individual
neurons (10% of the total shown here), with shape denot-
ing type (triangle = pyramidal neuron; circle = fast-spiking
interneuron; star = low-threshold spiking interneuron). The
neurons are arranged into six layers; no cell bodies are present
in layer 1, and layers 2 and 3 can be considered as a single
layer.

a cell could not fire if Vm surpassed the blockade voltage
(VB , either −10 or −25 mV). Relative refractory period was
simulated after an action potential by increasing the firing
threshold VTH by WRR × (VblockVTH), where WRR (either
0.25 or 0.75) was a unitless weight parameter. VTH then
decayed exponentially to its baseline value with time-constant
τRR (either 1.5 or 8 ms).

In addition to the intrinsic membrane voltage state vari-
able, each cell had four additional voltage state variables
Vs corresponding to synaptic input. These represent AMPA,
NMDA, and somatic and dendritic GABAA synapses. Synaptic
inputs were simulated by step-wise changes in Vs, which were
then added to the cell’s overall membrane voltage Vm. To
allow for dependence on Vm, synaptic inputs changed Vs by
dV = Ws(1Vm/Es), where Ws is the synaptic weight and
Es is the reversal potential relative to VRMP . The following
values were used for the reversal potential Es: AMPA, 65 mV;
NMDA, 90 mV; and GABAA, –15 mV. After synaptic input
events, the synapse voltages Vs decay exponentially toward 0
with time constants τs. The following values were used for
τs: AMPA, 20 ms; NMDA, 30 ms; somatic GABAA, 10 ms;
and dendritic GABAA, 20 ms. The delays between inputs to
dendritic synapses (AMPA, NMDA, dendritic GABAA) and
their effects on somatic voltage were randomly distributed
between 3 and 5 ms, while the delays for somatic synapses
(somatic GABAA) were distributed between 1.8 and 2.2 ms.

Connectivity between the neurons in each of the populations
is shown in Fig. 3. Connections tend to be strongest between
populations within a given layer; this corresponds to the four
“boxes” of high connectivity visible along the diagonal of
Fig. 3. Overall, excitatory cells have more projections than in-

hibitory ones, but inhibitory projections are typically stronger;
this allows excitation and inhibition to balance, avoiding the
two poles of seizures (overexcitation resulting in latch-up)
and disappearance of activity (whether from overexcitation or
overinhibition). The estimates used for baseline wiring and
number of cells per layer were based on published models
and anatomical studies [17], [18], [19], [20], [21].

Fig. 3: Connectivity between neuronal populations in the
model. Vertical and horizontal axes represent distinct neuronal
populations (described in Fig. 2), while color represents the
normalized probability that a neuron from a given row will
project to a neuron from a given column. The strong but
imperfect symmetry about the diagonal of the matrix indicates
that most, but not all, connections are reciprocal (e.g., E2
neurons project to I5L neurons, but not vice versa). Most
asymmetries result from the fact that excitatory cells tend to
project to more distant targets than inhibitory cells.

Additional subthreshold Poisson-distributed spike inputs
were used to maintain balanced activity in the model: 100–
150 Hz for GABAA, 240–360 Hz for AMPA receptors, and
40–60 Hz for NMDA receptors. In the present study, these
external inputs are not simply included for necessity, but
instead are used to explicitly represent the external inputs
from other regions of the brain that are lesioned and then
replaced. Since cells in the model have one receptor of each
type, this represents a total input rate of 380–570 Hz per
cell. This input resulted in “spontaneous” firing rates of 0.5–
1 Hz in excitatory cells and 1.5–5 Hz in inhibitory cells.
Damage was modeled as a 50% reduction in these inputs to
either supragranular (layer 2/3) or granular (layer 4) pyramidal
cells. The prosthesis consisted of single-frequency, single-
phase 100 Hz stimulation of the excitatory cells of the neuronal
population with “damaged” input. The frequency was chosen
to resemble experimental DBS paradigms (e.g., [22]).

To examine information flow between layers, an additional



low-amplitude spike train signal was applied to layer 4, repre-
senting thalamic input. The signal consisted of parathreshold
spike inputs (i.e., firing elicited ∼30% of the time) to 80% of
the pyramidal cells in the stimulated layer. The spike train was
generated via a Poisson process with instantaneous probability
determined by the amplitude of the experimental thalamic LFP
recording described above; the probability was normalized to
ensure an average spiking rate of 20 Hz. The exact form of
this signal was not crucial to the outcome of the simulations;
its primary purpose is to facilitate the causality analysis, since
causality is otherwise difficult to determine in a noisy, weakly-
connected system.

Simulations were run on NEURON 7.2 [23], [24] for Linux.
The full model is available on ModelDB (http://senselab.-
med.yale.edu/ModelDB/ShowModel.asp?model=141505).
The model ran for 90 s of simulated time on a CentOS
Beowulf cluster with 512 Intel Xeon 2.4 GHz cores; one
simulation took approximately 20 minutes to run on a single
core.

C. Analysis

Information flow was quantified in terms of spectral Granger
causality, also called the directed transfer function [25]. Al-
though many alternative tools for inferring causality exist
(e.g., directed transfer entropy [26]), no others allow the
spectral properties of the signals to be analyzed in detail. Thus,
although spectral Granger causality is limited to detecting
linear relationships and by a formal requirement of stationarity,
it was felt to be the most informative analysis method in this
context.

Spectral Granger causality uses multivariate autoregressive
modeling to extend Granger causality formalism to the fre-
quency domain. As in standard Granger causality analysis,
spectral Granger causality of α(f)→ β(f) is nonzero if prior
knowledge of a variable α at frequency f reduces error in
the prediction of β at frequency f . Formally, spectral Granger
causality from time series α to time series β is defined as
follows [27]:

Cα→β(f) = − log

1−

(
Nαα −

N2
βα

Nαα

)
|Hβ,α(f)|2

Sβ,β(f)

 , (1)

where C(f) is the spectral Granger causality, N is the noise
covariance, H(f) is the transfer function, and S(f) the
spectral matrix, as derived from the bivariate autoregressive
model of α(t) and β(t). This analysis was performed in Python
2.6.5 using code based on the BSMART toolbox (www.brain-
smart.org) [27].

III. RESULTS

Reactivation of layer 2/3, using a neuroprosthetic substi-
tution for the missing backward attentional signal, restored
full network activation by the forward sensory stimulation
(Fig. 4). Baseline activity consisted of fairly constant firing
rates among all cell populations (Fig. 4A), with inhibitory

Fig. 4: Restoration of activity after removal of backward
(attentional) projections from higher centers to layer 2/3. A.
Spike raster of baseline activity; different neuronal population
types are denoted by color, using the convention defined in
Fig. 2. B. Removal of backward projections to layer 2/3
produced a marked reduction in number of spikes, especially
in the affected layer. C. Prosthetic stimulation, initiated 1 s
into the simulation, restored activity to baseline levels. D.
Local field potentials (LFPs) corresponding to each of the three
cases: blue, baseline; red, with damage; green, with prosthesis.

populations typically firing at higher rates than excitatory ones,
and an average firing rate of 2.5 Hz across all cell populations.
The highest firing rate was among E4 cells (7.1 Hz), due to
the additional driving signal applied to these cells. I2L cells
also showed a high firing rate (7.0 Hz), while the lowest firing
rate was among E5R cells (1.2 Hz).

Removal of the backward inputs to layer 2/3 produced an
almost total loss of activity in the directly-affected neuronal
population, E2 (Fig. 4B). The average firing rate across all
populations was reduced by 35% (to 1.7 Hz), with consid-
erable variability between cell populations: the firing rate in
I2 cells decreased by 72%, while the firing rate in I6 cells
increased by 19%.

The prosthesis successfully restored activity to roughly



Fig. 5: Spectral Granger causality from layer 4 to layer 5,
shown for three cases: baseline (blue), damaged inputs to layer
2/3 (red), and prosthetic stimulation of layer 2/3 (green).

baseline levels (Fig. 4C). The overall firing rate increased to
2.6 Hz, while the E2 firing rate increased from 0.0 to 1.9 Hz
(compared to 1.6 Hz for baseline). All other cell population
firing rates were restored to within 15% of their baseline
values.

Since spiking activity propagates through the network to
produce postsynaptic potentials, these changes were clearly
visible in the LFPs. The prosthesis restored the overall voltage
to baseline levels, but also introduced slightly more variance
than was present in the original (Fig. 4D, green line).

Having largely restored activity, we next examined whether
this reactivation had functional import, asking whether the
restored activity permitted the network to process information
normally. We therefore assessed information flow-through of
the thalamic signal using spectral Granger causality. Because
primary cortical output is from layer 5, we looked at causality
from layer 4 to layer 5. These layers were connected not
only directly, but also via longer loops, particularly by strong
connections through layer 2/3. Note that we were not assessing
information flow arising from the prosthetic signal (which
is periodic and thus contains little information), or from the
background driving signal (which has no structure, and thus
contains no useable information). Instead, the information
flow was measured from the experimentally-derived forward
projection signal into layer 4, which was preserved following
damage.

Damage reduced total Granger causality over the frequency
range 5–50 Hz to 55% of the original; the prosthesis restored
this to 84% (Fig. 5). In addition to restoring lost amplitude
of the Granger causality, the prosthesis also restored some
of its spectral characteristics: the Pearson correlation between
Granger causality spectra for baseline and prosthesis was
r = 0.985, compared to r = 0.928 between baseline and
damage. The high correlation values, even between baseline
and damage, indicates that the overall magnitude of the
Granger causality changed while spectral shape was preserved.
Therefore, the reduced input in layer 2/3 did not shift signal
filtering by the remaining network.

Firing rates in layers 4 and 5 were not substantially
influenced by the damage (changes <0.1 Hz). Therefore,
recovery involved restoration of firing organization rather than
just restoration of rate. The frequency of the prosthesis had
negligible effect on the results, as long as it was sufficiently
high (>50 Hz). Stimulation at high frequencies resulted in an
effectively stable increase in neuronal excitability, restoring
activation of these neurons to the near-threshold level that they
had prior to damage. By contrast, if prosthetic stimulation
frequency was too low, then neuronal excitability decayed
between prosthetic pulses. In this case, out-of-phase signals
did not cause the neurons to fire and were lost. The min-
imum frequency required for the neuroprosthesis (50 Hz)
was therefore approximately the reciprocal of the excitatory
postsynaptic potential time constants (20–30 ms).

Next, we explored the effectiveness of a prosthesis in
repairing damage to cortical inputs to layer 4 (Fig. 6). Layer 4
is the primary site of afferent thalamic input, as well as a major
site of forward activation for higher sensory areas. In this case,
loss of activation would likely result in a sensory deficit. This
scenario was simulated as reduced random synaptic input to
E4 cells, while the LFP-derived thalamic signal to the same
population remained unchanged. The prosthesis consisted of
100 Hz stimulation of that population.

Both damage and restoration were less dramatic than in
the previous example, largely due to the smaller number of
neurons in layer 4 compared to layer 2/3 (Fig. 6). In addition,
the damaged population (E4) was still receiving thalamic
input, which explains why its firing rate decreased by only
49%, as opposed to the nearly 100% loss found after the more
extensive E2 input reduction (Fig. 4). This is consistent with
the idea that sensory information would be arriving from more
than one location: direct thalamic input as well as forward
projection from other cortical area. As before, the primary
effect of damage to layer 4 was a reduced average firing rate in
that layer: from 7.1 Hz to 3.6 Hz (Fig. 6B). The overall firing
rate across populations was reduced by 28% to 1.8 Hz. The
neuroprosthesis restored the E4 firing rate to 8.1 Hz (114%
of the original) and overall firing rate to 2.7 Hz (108% of
the original). All other population firing rates were restored to
within 10% of their baseline values.

Damage resulted in a 43% reduction in total Granger
causality (Fig. 5). The neuroprosthesis restored this to 102%
of baseline, almost exactly matching the original. The degree
of restoration was manipulable based on the strength of the
neuroprosthesis, with increases of information flow to well
above baseline produced in other simulations. As before with
cortical damage, the neuroprosthesis also restored the spectral
shape: the Pearson correlation for baseline vs. neuroprosthe-
sis Granger causality spectra was r = 0.985, compared to
r = 0.873 for baseline vs. damage.

IV. DISCUSSION

We suggest the possibility of achieving substantial im-
provement in cortical processing with neural prostheses even
without restoring information from the lost area. This is due



Fig. 6: Restoration of activity after removal of forward (sen-
sory) projections to layer 4. A. Spike raster of baseline
(identical to Fig. 4A). B. Damage of forward activation to layer
4 moderately reduces excitatory activity in all layers but to a
lesser extent than in Fig. 4B. C. Prosthetic stimulation at 1 s
into the simulation restored activity. D. LFPs: blue, baseline;
red, with damage; green, with prosthesis (note: y-axis scale
differs from Fig. 4D).

to the phenomenon of primary diaschisis: given an area A that
projects to B, loss of inputs from A will produce disruption
of activity in B due to the loss of activation support. The
situation is comparable to that of an old crystal radio – the
signal provides not only information but also provides the
activation required for the unit to function. The difference is
that a crystal radio does not multiplex (i.e., it only operates on
one signal at a time), so there is nothing else for the radio to do
if one restores carrier without restoring signal. In the present
case, the prosthesis restores area dynamics without adding
back information (in the technical sense, there is Shannon
information in the signal we provide, but it does not represent
anything). Activity in area B is then restored, making B able
to handle other information sources.

The complexity of multiplexing in neocortex is as yet only
superficially understood. In sensory systems, two streams of

Fig. 7: Spectral Granger causality from layer 4 to layer 5,
shown for three cases: baseline (blue), damaged inputs to layer
4 (red), and prosthetic stimulation of layer 4 (green).

information have been identified: a primary stream flowing
forward from the afferent influx, and another stream flowing
backward to putatively provide attentional and binding guid-
ance for the primary signal processing. We explored these two
streams in order to assess to what extent loss of one stream
could be patched in order to restore processing of the remain-
ing stream. There are, of course, other information streams in
addition to these two. For example, layer 6 receives significant
input from thalamic matrix, an input distinct from both thala-
mic core and from other cortical areas. These different inputs
will also be likely to have different statistical patterns, given
the different firing patterns of different cell types in the brain.
The effect different input patterns have on the model will be
related to the model’s multiple transfer functions (input-output
relationships). A limitation of the current study is that every
cell in the model received Poisson-distributed external inputs
with the same statistical properties.

Damage to the forward stream (Fig. 6B) would generally
be expected to produce the greater disability. The forward
pathways follow linked pathways from a primary sensory area,
such as somatosensory (S1), auditory (A1), and visual (V1).
Grossly, this path is believed to arise from superficial layers of
the source cortical area (layer 2/3) and terminate in deep layers
(layers 4-6) of the targeted cortical area. In our simulations,
we assumed this termination to be primarily onto layer 4, and
reserved layer 5 for use as the output pathway. Since layer 6
receives a major input from thalamic matrix, it did not play a
major role in these purely cortical simulations.

Loss of afferent input represents loss of information about
the outside world. If this damage is sufficiently early in
the system, either in the periphery or in primary sensory
cortex, the total loss of sensation (somatosensory anesthesia,
deafness or blindness) would likely benefit little from an
information-free prosthetic (although the example of blindsight
demonstrates that other pathways may provide information
even when primary pathways are gone [28]). On the other
hand, if the damage was to lower cortical areas – the situation
simulated here – one would expect that prosthetic treatment



would be of benefit, since in this case the substantial cross-
projections from other areas for the same sensory modality
would be expected to help fill in the missing information.
The prosthesis would then make this information available
by restoring information-processing capacity to the area of
primary diaschisis, allowing passage of information from such
remaining areas via layer 2/3 to the outputs from layer 5
(Fig. 7).

In these simulations, we observed that causality from layer
4 to layer 5 could be made to significantly exceed the baseline
case (data not shown). This was due to the fact that the
neuroprosthetic could be made to directly target a particular
input stream, and therefore alter the importance of that stream
relative to other streams. For example, the replacement of
inputs into layer 4 increased its signal-to-noise ratio, resulting
in greater predictability (and thus Granger causality) in layer
5.

In contrast to the forward case, loss of the layer 2/3
inputs from the backward projections would preserve primary
afferent information (Figs. 4 and 5). Restoration of local
processing would restore the ability to process and perceive
afferent inputs. Here, the prosthetic stimulation can be seen as
providing a continuous attention signal as a replacement for
natural, dynamically-modulated attention signals. In addition
to temporal information, natural attention signals may have
important spatial properties [29], which were also neglected
in our simulated prosthesis.

A precise neuroprosthesis would require stimulation of
afferents to an area rather than stimulation of the area itself.
In this way, the driving signal is delivered to particular cell
populations rather than to many different cell populations. In
the present case we would suggest that stimulation of super-
ficial cortex (Fig. 4) would best be performed by activation
of superficial projections (layer 1) anterior to the area to
be reactivated. This would be expected to access afferents
projecting to layer 2/3. In the case of missing activity in layer
4, stimulation could be provided to subcortical white matter
or thalamus.

V. CONCLUSION

When a cortical area A that influenced area B is damaged,
not only is the information that flowed from area A lost,
but critical activation that supported the dynamics of B is
also lost. In the absence of these normal dynamics, cortical
processing in area B will be compromised or even lost – the
phenomenon of primary diaschisis. Therefore, the first task of
a neural prosthesis is to restore the dynamics and information
processing capacity of a cortical area. We have shown here that
it may be possible to restore these dynamics using a simple
neuroprosthesis.
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